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ABSTRACT

A final year project where a data mining module
and an on-line assessment system were developed. The
data mining module was developed based on a decision
tree algorithm. The Decision algorithm has been used
widely and successfully in many areas of data mining and
knowledge discovery. Examples are the location of
protein coding in human DNA [1], data analysis and
diagnosis for space center [2], [4], and evolutionary
learning [5]. The objective of the decision tree algorithm
is to fine the “pure” leaf using attributes such as entropy.
The on-line education assessment system provides the
necessary inputs for positive and negative examples to
the data mining and knowledge discovery engine.
Students’ profiles, school profiles and score from the
on-line assessment system will be used as the input to
the mining engine. The objectives are to determine a set
of rules to classify the students’ learning ability and to
provide necessary pre-training and feedback. It can be
used for the purpose of class organization and
deployment of different teaching methods to different
groups.

The on-line assessment system is a three-tier
architecture. It breaks an application into presentation,
business logic and data access logic. Tiers are logical
and may be implemented on physically separate servers.
Tier one is running java applet and is mainly for data
handling and complex inputs. The server engine is resided
in tier two. Tier two mainly handles java applet request,
invoke appropriate database, initial SQL call, and validate

user and compilation of result. Tier three is where the
database resides. It is accessed through RMI where a light
framework is maintained.
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